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BONUS FOR READERS

hank you for picking up this book. You’ve made a huge step in
your journey into data science.

All readers gain complimentary access to my Data Science A-Z
course. Just go to www.superdatascience.com/bookbonus and use
the password datarockstar.

You can download a guide to using colour in visualizations at
www.superdatascience.com/cds.

Happy analysing!


http://www.superdatascience.com/bookbonus
http://www.superdatascience.com/cds
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